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A B S T R A C T   

The uniformity of deposited film is a critical quality indicator for the product by chemical vapor deposition 
(CVD). Quality control of deposited film remains a challenging task, especially for a CVD reactor used in the glass 
coating process, which often needs to simultaneously process multiple substrate surfaces. So far, an effective 
method for simulating the multi-substrate CVD reactor used in the glass coating process is unavailable excluding 
costly direct numerical simulation in real geometry. The numerical simulation and optimization of such a CVD 
reactor are also lacking. In this paper, a new CFD model was developed to investigate a special industrial-scale 
multi-substrate CVD reactor for the production of coated glass products. The unique porous media based 
modeling approach allowed us to efficiently address hundreds or even thousands of spatially-distributed surfaces 
in one batch of production. Simulation results demonstrate that the mixing performance of the gas reactant in the 
reactor can be improved by implementing the top-injection scheme, introducing natural convection, and 
redistributing the substrate surfaces, which can indirectly improve the uniformity of deposited film on the glass. 
The introduced method is generic and should be an effective tool to understand quality problems in large-scale 
multi-substrate CVD reactors and hence improve their design and operation.   

1. Introduction 

Chemical vapor deposition (CVD) is a technology used for solid film 
formation through chemical reaction of the gas mixture on hot substrate 
surfaces [1]. It is an advanced and highly promising technology for 
material purification and preparation [2,3]. In the 19th and 20th cen
turies, it was first designed to deposit metals (e.g. tungsten, nickel) and 
silicon [2]. Now, the rapid developments of the microelectronics in
dustry and material science allow CVD technology to be widely used to 
produce high-performance materials such as polysilicon, graphene, 
semi-conductors, and Metallo-organic compounds. Such technology can 
provide better uniformity and controllability of film structures 
compared with other deposition technologies [2,3]. The CVD reactor is a 
special reactor, in which interfacial chemical reactions together with 
momentum, mass, and energy transport takes place simultaneously 
under high-temperature and low-pressure conditions. Like many other 
chemical reactors, to achieve the best production efficiency is not an 
easy task. In order to realize the optimized performance of the CVD 
process, numerous factors have to be considered, including the 
morphology and structure of the substrate, pre-treatment method of the 

precursor gas, the momentum, mass and energy transfer in the gas phase 
and between substrate surface and gas, and reactor geometry [1]. Thus, 
it is challenging to design a highly-effective CVD reactor. 

A conventional CVD reactor consists of the gas delivery system, the 
reaction chamber and the exhaust gas treatment system [2,3]. The re
action chamber is the core component. The flow field in the chamber is 
determined by the geometry (e.g., the inlet and heater locations, the 
distribution of substrates) and operational conditions of the reactor (e. 
g., temperature and pressure), which directly influences the uniformity 
and rate of film growth. According to the difference of the reaction 
chamber, the industrial CVD reactors can be mainly categorized as three 
types [1]: the stationary substrate reactor with plug flow [4,5], the 
pancake rod reactor [6–9], the rotated substrate reactor [10–16]. Each 
type of reactor can only be applied in limited number of specific in
dustrial processes. A universal CVD reactor suitable for most processes is 
not available. 

Note that the momentum, mass, and energy transfer in the fluid 
phase, the energy and mass exchange between the fluid and the sub
strate in the deposition process can all influence deposition rate and 
uniformity of the film in a complex way. Thus, a systematic and detailed 
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investigation of the CVD process and its influence factors (including 
operational conditions and structures of the reactor) can provide in
sights valuable for the improved reactor performance, which will 
eventually lead to economic and environmental profits. 

Although the smoke tracer, laser holography and some in situ 
experimental techniques [17] can be used to characterize the flow field 
in a CVD reactor, limited information can be collected [18]. Some 
physical quantities (e.g., the gas concentration and velocity) can be 
hardly obtained from experiments. Numerical simulation can provide 
comprehensive data on the evolution of the flow field and other physical 
quantities. By resorting to the basic transport theory, the numerical 
simulation of CVD systems has been extensively conducted. 

The CFD has been widely used to design and optimize the structures 
and operation conditions of CVD reactors. Li et al. [6] introduced proper 
configurations of gas supplying nozzles and off-gas ports to improve the 
uniformity of film growth in a Siemens CVD reactor. Li et al. [8] 
investigated a novel bell-jar reactor with a cooling jacket for each rod, 
which can provide favorable temperature and velocity profiles by 
restricting the gas flow between the cooling jacket and rod. Lin et al. 
[19] introduced an appropriate porous block at the gas inlet to eliminate 
the recirculation cell caused by a buoyancy effect and also improve the 
film uniformity. Liao et al. [20] developed a new gas injection system 
with inlet barriers in CVD reactors to improve the gas distribution. These 
designs with large or small structural changes effectively improve the 
performance of CVD reactors. The optimizations of operational condi
tions have also been conducted. Lubej et al. [4] predicted transport 
phenomena in the CVD reactor and obtained the optimal substrate 
temperature. Chuang et al. [5] developed a CFD model coupled with a 
data-driven optimization scheme to search optimal operating conditions 
in a set of conditions. Ni et al. [21], Fang et al. [22], Mitrovic et al. 

[23,24], Tseng et al. [25], Makino et al. [26], and Huang et al. [9] 
carried out a sensitivity analysis of key factors influencing the growth 
rate and growth uniformity of the film using numerical simulations. Cho 
et al. [16] and Gkinis et al. [10] investigated the effect of flow behavior 
on film uniformity in a rotating-disc CVD reactor. They revealed 
favorable flow regimes for industrial applications. Li et al. [27] simu
lated the homogenous reaction, heterogeneous reaction, flow charac
teristics, and the thermal effect in an impinging CVD reactor. They 
investigated the effects of reactor-substrate spacing and glass line speed 
on the deposition profile. Cheimarios et al. [17] and Gakis et al. [15] 
investigated the flow regime in a rotating disc CVD reactor. The effects 
of the operation conditions on the flow regime and film growth uni
formity were systematically discussed. Nie et al. [28–30] developed a 
model to investigate thermal behaviors in a Siemens CVD reactor and 
successfully reduced its energy consumption. These efforts successfully 
identified improved operation conditions for specific industrial 
applications. 

In this study, the CVD reactor under investigation is a special 
industrial-scale reactor, which needs to process thousands of coated 
glass products simultaneously. The existing CVD models that usually 
deal with one or just a few substrate surfaces cannot be utilized, because 
explicitly modeling a large amount of substrates in the system geometry 
is almost computationally impossible. The focus of the current work is to 
establish a unique modeling method for the simulation of this type of 
CVD reactor. The idea is to adopt a porous media based method to 
describe the transport phenomena in the zone with a large number of 
substrates. Detailed data on the gas flow field, temperature, and con
centration distributions can be obtained. The validated model was 
further used to optimize the design and operation of the reactor. 

Fig. 1. The schematic diagram of the CVD reactor and computational domain showing: (a) the components of the CVD system; (b) a typical computational domain in 
the base case; (c) the mesh, fine meshes can be found adjacent to the inlet and sharp locations in order to improve the convergence and accuracy of the computation. 
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2. Modeling and simulation method 

Reactor geometry. The CVD reactor simulated in the current work is 
shown in Fig. 1a, the reaction chamber is a cylinder, the gas delivery 
system and the exhaust gas treatment system are not shown. The heat 
exchangers are fixed at the middle section of the reactor. A continuous 
supply of hot fluid ensures that the heater maintains at a certain tem
perature. Uncoated substrates are regularly placed in drawers, which are 
then placed on the heater. The reactant gas is injected from the right side 
of the reaction chamber, the film will be deposited on the substrate 
surface after a certain operation time. It should be noted that there are 
almost twenty thousand substrates in one batch of operation. The 
drawers packed with thousands of substrates are modeled as porous 
media. In order to simplify the simulations, a number of assumptions 
have been made. The porous media are considered isotropic. The 
isothermal heater is simplified as the line heat source. The gradients of 
physical quantities along z direction have been neglected, which allows 
the simulation of a 2D system. Simulations of a 3D reactor have been 
carried out. It was found that 2D simulation can capture the main flow 
pattern. The total computational time of a 3D model was almost 8 days. 
The computational time of a 2D model was, however, only 2 h. 
Tremendous amount of computational time can be saved (i.e., 96 times 
difference). The experiments have also been carried out. The measured 
temperature difference along the z direction was indeed small. Hence, 
the 2D simplification is reasonable for velocity and temperature pre
diction. As shown in Fig. 1b, the computational domain is the x − y cross 
section of the CVD reactor. All dimensions are set according to the actual 
size of the reactor. Also note that the consumption of reactant is much 
less than the injected amount. In a real production, the injection amount 
of reactant in a single batch operation is 0.00452 mol. 20 substrates 
were sampled to quantify the amount of reactant deposited on the 
substrate surface. The average deposition amount on each substrate was 
about 2 × 10− 8 mol. The total deposition amount of reactant on all 
20000 substrates (in one batch) is around 4 × 10− 4 mol, which is about 
8.8% of the total injection amount. 

Operational procedure. The operation process of this CVD reactor 
consists of three stages, which are pressure-evacuation, heating-up, and 
reaction. At first, the air in the reactor chamber is vacuumized and 
replaced by a small amount of nitrogen, the pressure decreases from 
101kPa to almost 5kPa. The heat procedure is then launched to increase 
the temperature from room temperature to an appropriate reaction 
temperature, which is almost 90◦C in the current CVD reactor. After 
that, the reactant gas is injected into the reaction chamber. One batch of 
production is finally completed after reaching a certain reaction time. 
The pressure evacuation process usually can be controlled well. Hence, 
the focuses are the heating-up and reaction stages. The simulations have 
implemented the heating-up and reaction processes to investigate a 
number of key factors that can influence the CVD process performance. 
The duration of the heating-up stage is 3600s. After that, the reaction 
stage lasts 1200s. A 5-sec injection stage is introduced at the beginning 
of the reaction stage. The total time of a batch operation is 4800s. The 
reactor is a batch reactor. The following section details the modeling 
methods used in the current research. 

2.1. Governing equations 

The flow condition in the CVD reactor needs to be first determined 
because the flow can possibly transit from viscous flow to molecular 
flow in a vacuum CVD system [2,3]. The Knudsen number was quanti
fied to estimate whether the continuum hypothesis is applicable. The 
Knudsen number [31] is defined as, 

Kn =
λ

LKn
(1)  

where λ is the mean free path of the gas molecule, m; LKn is the char

acteristic length of the system (e.g. Wsubstrate in Fig. 1). In the gas flow, 
the mean free path of the gas molecule changes with ambient temper
ature and pressure. Its value can be evaluated based on the kinetic 
theory [32], 

λ =
kBT
̅̅̅
2

√
πd2p

(2)  

where kB is the Boltzmann constant, J/K; T is the ambient temperature, 
K; d is the molecular diameter, m; p is the ambient pressure, Pa. As the 
increase of the mean free path of the gas molecule, the probability of 
intermolecular collisions between molecules becomes lower and the 
flow can gradually transit to molecular flow. This situation will occur in 
a CVD reactor which operates at a very high temperature or a very low 
pressure. In the current system, the Knudsen number varies from 4×

10− 4̃4× 10− 3, which is much smaller than the critical value of 0.01. 
The continuum hypothesis is still valid in this CVD reactor. The Navier- 
Stokes equations and classical conservation laws of heat and mass have 
been adopted to simulate the transfer phenomena in this reactor. 

The natural convection occurs in the heating-up stage due to non- 
uniform temperature distribution in the CVD reactor. The Grashof 
number [33] has been introduced to estimate the flow condition in the 
CVD reactor, which is defined as, 

Gr =
gβΔTL3

ν (3)  

where g is the gravitational acceleration constant, 9.81m/s2; β is the 
coefficient of thermal expansion, 1/K, it can be treated as 1/T for ideal 
gases; ΔT is the temperature difference between the heater surface 
temperature and the bulk gas temperature in the system, K; L is the 
characteristic length of the system, m, which equals to the height of the 
porous media in the current reactor; ν is kinematic viscosity defined as 
the ratio of fluid dynamic viscosity and fluid density, ν = μ/ρ. In current 
operational conditions, the Grashof number ranges from 1.79 × 106 to 
7.34× 108, which is less than the critical value of 109. Hence, the flow is 
laminar. 

Navier-Stokes equations are used to obtain the momentum profile of 
the fluid in the CVD reactor. The fluid is treated as a compressible fluid 
without consideration of work done by pressure changes and viscous 
dissipation due to the small Mach number in the current system. 
Meanwhile, the governing equations of the free flow area and the porous 
flow area are different. They are listed in the following text respectively 
(also see Fig. 2). 

The vector form of the momentum conservation equations for the 
free flow area (also see Fig. 2) can be written as, 

∂ρf

∂t
+∇⋅(ρf u) = 0 (4)  

ρf
∂u
∂t

+ ρf u⋅∇u = − ∇p+∇⋅
(

μ
(
∇u + (∇u)T )

−
2
3

μ(∇⋅u)I
)

+Fg (5)  

where ρf is the fluid density, kg/m3; u is the velocity vector, m/s; t is 
time, s; p is pressure, Pa; μ is the fluid dynamic viscosity, Pa⋅s; Fg is the 
gravitational body force, N/m3. 

The vector form of the momentum conservation equations of the 
porous flow area (also see Fig. 2) [34-36] can be written as, 

ε
∂ρf

∂t
+∇⋅(ρf u) = 0 (6)  

ρf

ε

(
∂u
∂t

+(u⋅∇)
u
ε

)

= − ∇p+∇⋅
1
ε

(

μ
(
∇u

+ (∇u)T )
−

2
3

μ(∇⋅u)I
)

−
κ
μ u+Fg (7)  

where ε is the porosity of the porous medium, 1; κ is the permeability of 
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the porous medium, m2. In current simulations, the porous media is a 
kind of pin–fin structure. Hence, the porosity was determined by the 
geometry of the system. The permeability was calculated by the 
empirical correlation obtained from the literature [37,38]. The fourth 
term on the right-hand side of equation (7) represents the resistance 
encountered by the fluid flowing through the porous medium. 

The fluid density and dynamic viscosity are dependent on fluid 
temperature. It is assumed to obey the ideal gas law, 

ρf =
pMf

RTf
(8)  

where Mf is the molecular mass of the fluid, kg/mol; R is the ideal gas 
constant, J/(mol⋅K); p is fluid pressure, Pa; Tf is fluid temperature, K. 

The temperature is obtained by solving energy conservation equa
tions. In the free flow area, energy conservation is described by the 
convection–diffusion equation (also see Fig. 2). Its vector form can be 
written as, 

ρf Cp,f
∂Tf

∂t
+ ρf Cp,f u⋅∇Tf +∇⋅

(
− kf∇Tf

)
= 0 (9)  

where Cp,f is the specific heat capacity of the fluid, J/(kg⋅K); kf is the 
thermal conductivity of the fluid, W/(m⋅K). 

The energy conservation equations of the porous flow area are also 
different from those of the free flow area. The porous medium consists of 
fluid and solid matrix. The local thermal equilibrium hypothesis can be 
adopted if the energy transfer efficiency is high enough, which means 
the fluid and the solid have the same temperature. In our cases, the 
difference between the heat capacities of the fluid and solid is modest. 
But the density difference is huge. It means the temperature increase of 
solid is much slower than fluid when the energy supply is equal. 
Throughout the complete operation, the solid temperature was always 
lower than the fluid temperature. Our experiments also confirmed this 
phenomenon. Hence, the local thermal equilibrium hypothesis cannot 
be used, and the temperature distribution in the porous medium has to 

Fig. 2. Illustration of the governing equation, the initial conditions, and the boundary conditions.  
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be considered. 
The local thermal non-equilibrium method [34] has been applied in 

the porous flow area (also see Fig. 2). It solved two coupled energy 
equations. The convection–diffusion equation is used to describe the 
heat transfer in the fluid area of the porous medium. The heat transfer in 
the solid area of the porous medium is solved by the pure diffusion 
equation. The additional source terms at the right end of the energy Eqs. 
(10) and (11) are used to quantify heat exchange between two phases. 

ερf Cp,f
∂Tf

∂t
+ ερf Cp,f u⋅∇Tf + ε∇⋅

(
− kf∇Tf

)
= − qsf (Tf − Ts) (10)  

(1 − ε)ρsCp,s
∂Ts

∂t
+(1 − ε)∇⋅( − ks∇Ts) = qsf (Tf − Ts) (11)  

where ρs is the solid density, kg/m3; Cp,s is the specific heat capacity of 
the solid, J/(kg⋅K); Ts is solid temperature, K; ks is the thermal con
ductivity of the solid, W/(m⋅K); qsf is the interstitial convective heat 
transfer coefficient, W/(m3⋅K), which is defined as, 

qsf = asf hsf (12)  

where asf is the specific surface area between solid and fluid in the 
porous medium, m2/m3. It can be evaluated based on the porosity due to 
the simple structure of the porous medium in the current case. hsf is the 
interstitial heat transfer coefficient between fluid and substrate wall, 
W/(m2⋅K). It is calculated by the Nusselt number derived from the plate 
heat transfer correlation [39], 

Nu =
hsf L
kf

= 0.664Re1/2Pr1/3 (13)  

where Nu is the Nusselt number; Re is the Reynolds number, 1; Pr is the 
Prandtl number; L is the characteristic length of the system, m, which 
equals to the height of the porous media zone in the current reactor (see 
Fig. 2). 

The reactant is treated as a dilute species due to the small amount of 
the reactant in the CVD reactor. The properties of the carrier gas (the 
nitrogen in the current reactor) such as density, viscosity are not affected 
by the reactant. Hence, the mass conservation and energy conservation 
are similar, all subjected to the convection–diffusion equation in the 
fluid system. The vector form of the mass conservation equations (also 
see Fig. 2) for the free flow area can be written as, 

∂c
∂t

+u⋅∇c+∇⋅( − D∇c) = 0 (14)  

where c is the reactant concentration in the fluid, mol/m3; D is the 
reactant diffusion coefficient in nitrogen at the free flow area, m2/s. It 
can be evaluated by the Fuller correlation [32], 

DAB =
0.00143T1.75

pbarM1/2
AB

(
V1/3

A + V1/3
B

)2 (15)  

where DAB is the binary diffusion coefficient, cm2/s; T is the tempera
ture, K; MA and MB are molecular weights of species A and B, g/mol; pbar 

is the system pressure, bar; VA and VB are the sums of atomic diffusion 
volumes of each component, whose values can be found in the literature 
[40,41]. The unit conversion needs to be performed in this empirical 
correlation. The diffusion coefficient of the gas reactant is related to gas 
temperature and pressure, for example, at 90◦C and 5kPa, D = 1.584×

10− 4m2/s. 
The vector form of the mass conservation equations for the porous 

flow area (also see Fig. 2) can be written as, 

ε ∂c
∂t

+ u⋅∇c+∇⋅
(
− Deff∇c

)
= 0 (16)  

where Deff is the effective diffusion coefficient in the porous flow area, 

m2/s. It can be evaluated from the model provided by Millington and 
Quirk [42], 

Deff = ε4/3D (17)  

where D is the binary diffusion coefficient in the free flow area, m2/s. It 
should be noted that the reaction source term hasn’t been considered in 
the current simulation due to the small amount of mass consumed by the 
reaction as compared to the amount from injection. 

The material properties of the fluid in the CVD reactor chamber are 
assumed equal to the material properties of pure nitrogen. The values 
are evaluated based on the following polynomial equation related to 
temperature [43], 

μ = 1.77230303 × 10− 6 + 6.27427545 × 10− 8Tf − 3.47278555

× 10− 11T2
f + 1.01243201− 14T3

f (18)  

Cp,f = 1088.22121 − 0.365941919T + 7.88715035 × 10− 4T2
f − 3.749223

× 10− 7T3
f + 3.17599068 × 10− 11T4

f

(19)  

kf = 3.6969697 × 10− 4 + 9.74353924 × 10− 5Tf − 4.07587413

× 10− 8T2
f + 7.68453768 × 10− 12T3

f (20) 

Compared to gas, the material properties of solid are insensitive to 
the change of temperature [32]. Hence, the material properties of solid 
are treated as constants. The solid in the porous medium is SiO2 (vit
reous), the corresponding material properties used in current simula
tions are listed in Table 1. 

2.2. Initial and boundary conditions 

The nitrogen with a constant temperature T0 and pressure p0 is filled 
into the reaction chamber. The initial concentration of gas reactant is 
c0 = 0mol/m3. The gravitational volume force has been applied in the 
whole fluid domain. The heating temperature is set to Theater. At lateral 
walls of the reactor chamber, the no-slip boundary conditions and the no 
flux boundary condition are respectively specified for the momentum 
transfer equation and the mass transfer equation. The convective heat 
flux is set as a boundary condition for energy equations on the lateral 
walls. It interprets the convective heat loss at the reactor surface in 
current simulations. 

qwall = hwall(Tenv − Tf ) (21)  

where qwall is the convection heat flux of the lateral walls, W/m2; hwall is 
the heat transfer coefficient between the external fluid and the CVD 
reactor wall, W/(m2⋅K); Tenv is the environmental temperature, K, which 
is assumed as a constant of 298K in current simulations. 

The injection process before the start of the reaction stage has been 
simulated as the boundary condition of inlet flux. The value of Nin is 
calculated based on the molar amount of the injected reactant, the inlet 
area of the injector and the injection time, 

− n⋅( − D∇c) = Nin =
ninject

tinjectsinject
(22)  

where ninject is the molar amount of the injected reactant, mol; tinject is the 

Table 1 
The material properties of SiO2 (vitreous).  

Material properties Value 

Density (ρs)  2196kg/m3  

Heat capacity (Cp,s)  823.4J/(kg⋅K)

Thermal conductivity (ks)  1.4W/(m⋅K)
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injection time, s; sinject is the inlet area of the injector, m2. 
The heater is simplified as isothermal line heat source, which is also 

the interface between the porous flow area and free flow area. 

Ts = Tf = Theater (23) 

All boundary conditions and initial conditions are summarized in 
Table 2 and Fig. 2. 

2.3. Numerical implementation 

In this work, all PDEs were solved using COMSOL Multiphysics [44] 
software. These numerical procedures were realized using the finite- 
element method and iterated to a residual of less than 0.001 to obtain 
a converged solution. The numerical scheme of the time-dependent 
problem is Backwards differentiation formula (BDF) method. The 
tolerance mentioned in the current study is relative tolerance. The basis 
function of pressure (p), velocity (u, v), fluid temperature (Tf ) and 
concentration (c) is Linear Lagrange function. For solid temperature 
(Ts), it’s Quadratic Lagrange function. After solving the coupled equa
tions, the detailed spatial and temporal distributions of fluid velocity, 
reactant concentration, the temperature of solid and fluid and other 
information can be obtained and analyzed. 

The free triangular meshes are applied for the whole computational 
domain except for the boundary layer area. Three layers of the boundary 
layer mesh are generated to capture the sharp gradient near the lateral 
wall of the reaction chamber. The extra mesh refinements are adopted at 
some sharp contact points between the free flow area and the porous 
flow area in order to facilitate computational convergence. Similarly, 
the finer mesh was generated at the inlet boundary to accurately 
calculate the inlet amount. A typical mesh is shown in Fig. 1c. 

2.4. Model validations 

The numerical model is verified against two sets of experimental data 
of temperature obtained in the CVD reactor. Two sampling locations of 
temperature are depicted in Fig. 3. Note that there are two thermo
couples in each location. One thermocouple is placed on the substrate 
and the other is used to measure the temperature of gas adjacent to the 
substrate. The sampling interval was 1s. In the validation experiments, 
the reaction chamber was vacuumed and then injected with pure ni
trogen. Note that the operation conditions of the validation experiments 
are different from those in the production process. The operational 
pressure of the validation experiment is almost equal to one atm. The 
heater temperature is 95 ◦C. The heating-up procedure was launched 
after the system was stabilized for 4120s. The operational conditions of 
the validation experiment and simulation are listed in Table 3. 

The temperature evolutions are shown in Fig. 3. The same trend can 
be observed. It can be found that a larger deviation can be observed at 

sampling location 1. The deviation in the early stage is larger than that 
in the later stage, and the deviation in the later stage falls within ±5%. 
During the whole process, the largest deviation is less than ±15%. 
Hence, it can be concluded that the prediction accuracy of the numerical 
model is acceptable. 

3. Results and discussion 

In this section, the base case is analyzed first, whose settings repre
sent a real production in the factory. Then, the effects of the reactor 
structure and operational conditions on gas distribution uniformity are 
investigated to pursue the improvement strategy. 

3.1. Base case analysis 

Four different meshes have been designed for a mesh independence 
study. As shown in Fig. 4, the temperature only demonstrates relatively 
small differences as the number of elements increases. It is demonstrated 
that the numerical simulation is insensitive to the mesh changes in the 
current range. Consider the computational time and cost, the configu
rations of mesh 3 are applied in the following simulations. 

The initial, boundary conditions and other parameters of the base 
case are listed in Table 2 and Table 4. The evolution of the velocity 
distribution of the base case is illustrated in Fig. 5a. Note that the data 
range of velocity are adjusted to be the same for all time instants in order 
to facilitate comparison. Note that the vector arrows of velocity are only 
plotted to visualize the flow direction. At the initial heating-up stage, the 
natural convection can be observed (see the plot at 120 s). However, the 
intensity of the convection decreases gradually as the time proceeds. 
Convection can be hardly observed at 3600 s, which is the beginning of 
the reaction stage, implying that the gas reactant injected into the 
reactor can’t be transferred by convection efficiently. 

Fig. 6a illustrates the evolution of the average fluid velocity of the 
whole reactor, in which Case 1 is the base case. It can be found that the 
velocity generated by natural convection decreased dramatically in the 
first 300 s (heating-up stage). After that, the velocity decreased further 
and maintained at low values. Gas reactant could not be effectively 
distributed in the reaction stage by convective transport. Fig. 6b depicts 
the evolution of the average fluid velocity in the porous media (i.e., the 
zone with substrate surfaces to be processed). The velocity in the porous 
media decreased steadily during the whole process, which is caused by 
the decrease of the temperature difference between the fluid and the 
substrate surface as a function of time. The above analyses show that the 
natural convection was almost negligible in the base case, which will 
result in the poor distribution uniformity of gas reactant and hence poor 
uniformity of film growth in the CVD reactor. 

The evolution of the concentration distribution of the gas reactant is 
plotted in Fig. 7a. The semicircular concentration profiles indicate the 
mass transport is diffusion dominated. The characteristic time of mo
lecular diffusion was introduced to quantify the role of diffusion. It is 
defined as tD = L2

D/D, where LD is characteristic length of diffusion (i.e., 
reactor diameter in the current simulation, m), D is the molecular 
diffusivity m2/s). Under current operational conditions, the character
istic time of molecular diffusion is about 2.8 h, which is much larger 
than the total time of the reaction stage (i.e. 1200 s). It means that the 
mixing level of the gas reactant can’t approach a decent state even at the 
end of the reaction stage. 

In order to quantify the mixing performance of the gas reactant in the 
CVD reactor, the mixing level proposed in [45,46] was adopted in cur
rent simulations. 

The mixing level of each element at time t can be defined as, 

χi,t =

⎧
⎪⎪⎨

⎪⎪⎩

ci,t

c∞
, if (ci ≤ c∞)

c0 − ci,t

c0 − c∞
, if (ci > c∞)

(24) 

Table 2 
The initial, boundary conditions and other parameters of the base case.  

Variables Values 

Initial velocity,u0  0m/s  

Initial pressure,p0  5kPa  
Initial temperature of the gas,Tf ,0  30◦C  
Initial temperature of substrates,Ts,0  30◦C  
Initial concentration of reactant,c0  0mol/m3  

Heater temperature,Theater  90◦C  
Wall heat transfer coefficient,hwall  ≈ 0W/(m2⋅K)

Inlet flux,Nin  ≈ 0.09mol/(m2⋅s)
Porosity of porous media,ε  ≈ 1/3  
Specific area of porous media,asf  ≈ 368m2/m3  

The gap in porous media 0m  

Injector position Right  
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where, χi,tis local mixing level in element i at time t; ci,tis local concen
tration in element i at time t, mol/m3; c∞ is the average concentration in 
a well-mixed system, mol/m3; c0is the initial concentration in the sys
tem, mol/m3. 

The overall mixing level at time t for the whole system can be 
calculated as, 

χt =

∑n
i=1(χi,t⋅Vi,mesh)
∑n

i=1Vi,mesh
(25)  

where χt is mixing level at time t; Vi,meshis the volume of element i, m3. 
More details about the calculation method of mixing level can be 

found in those two papers. The time when mixing level reaches 99 ±

0.5% is defined as the mixing time. Moreover, the total time of the re
action stage is set as the mixing time if the mixing level can’t reach the 
defined criterion at the end of the reaction stage. As shown in Fig. 8a, a 
mixing level approaching 100% indicates a thorough mixing. Fig. 8a 
shows the evolution of the mixing level in the porous media zone. The 
maximum mixing levels are about 74.21% for the base case, which 
means that the gas reactant can’t reach perfect mixing during the re
action stage and thus uniform film can’t be obtained on the substrate 
surfaces. Fig. 8b shows the mixing time. It is equal to the duration of the 
reaction stage, also indicating the poor mixing performance in the base 
case. These findings are consistent with conclusions drawn from velocity 
field analyses. 

3.2. Enhanced convection by substrate distribution design 

A most effective method for the improvement of mixing performance 
is to introduce convection. In the current work, a gap can be introduced 
in the middle of the porous media due to the symmetry of the reactor to 
improve the permeability of the porous media. It can be realized by 
changing the distribution of substrates in the reactor. A big drawer can 
be replaced by two small drawers placed side by side with a gap in be
tween. The detailed settings are listed in Table 4 (see Case 2). Fig. 5b 
illustrates the evolution of the velocity field. It can be observed that a 
high-velocity flow was generated inside the gap. Based on the direction 
of the velocity vector, such convection can efficiently transport the gas 
reactant from the top to the bottom of the reactor. Although the con
vection intensity decayed over time, the velocity was still much larger 
than the base case (also see Fig. 6). As shown in Fig. 6a, the average 
velocity in the whole reactor decreased continuously after 300 s. It was 
about 0.0037m/s at the beginning of the reaction stage (i.e. 3600 s), 
which can contribute to the distribution of the gas reactant. Fig. 7b 
demonstrates the evolution of the concentration distribution for Case 2. 
The mixing of gas reactants reached a relatively uniform level in the 
middle of the reaction stage (i.e. 4200 s). A well-mixed state was ach
ieved at 4800 s. Fig. 8a shows the evolution of the mixing level. The final 
mixing level can reach 100% in the porous media zone. Fig. 8b shows 
that the mixing time of Case 2 is about 780 s. The drastic reduction of 
mixing time as compared with the base case indicates a much faster 
mixing of the gas reactant, hence the improvement of the thickness 
uniformity of the deposited film. It can be concluded that decent con
vection is critical for the mixing of the gas reactant. 

3.3. Enhanced convection by wall insulation design 

Generating convection by manipulating boundary conditions (such 
as the heat loss from the reactor) is another feasible approach for an 
enhanced convection. Different from the reactor in Case 1 having ideal 
heat insulation, heat loss was introduced for the reactor in Case 3 (see 
the settings in Table 4). The natural convection was generated and 
maintained over the whole operation process (Fig. 5c). There was almost 
no decay of the convection intensity. The quantitative analysis of 
average velocity is depicted in Fig. 6. The average velocity in the whole 
reactor remained stable after 300s. This is mainly due to the continuous 
natural convection caused by stable heat loss to the environment. As 

Fig. 3. The temperature evolution at two sampling locations (comparison between experimental data and model predictions): (a) the evolution of gas and substrate 
temperature at sampling location 1, (b) the evolution of gas and substrate temperature at sampling location 2. 

Table 3 
The initial and boundary conditions of the validation case.  

Variables Value 

Initial velocity,u0  0m/s  

Initial pressure,p0  101kPa  
Initial temperature of the gas,Tf ,0  30◦C  
Initial temperature of substrates,Ts,0  30◦C  
Heater temperature,Theater  95◦C  
Heat transfer coefficient of the wall,hwall  ≈ 0W/(m2 ⋅K)

Porosity of porous media,ε  ≈ 1/3  
Specific area of porous media,asf  ≈ 368m2/m3  

The gap in porous media 0m   
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shown in Fig. 9, the wall temperature reached the temperature of the 
heater (i.e. 90◦C) in Case 1 and Case 2 within 300 s, indicating the 
disappearance of temperature differences in a short period of time. Thus 
the natural convection in Case 1 and Case 2 decayed quickly. For three 
cases, the lowest average wall temperature and average fluid 

temperature can be observed for Case 3. It means that Case 3 demon
strated the maximal temperature difference between the heater and the 
reactor wall, which offered the driving force for natural convection 
generation. Fig. 7c indicates that the reactant gas was distributed rapidly 
by such convection and filled the right half of the reactor within 60s. A 
well-mixed state could be reached at 4800s. A shorter mixing time can 
be observed for Case 3 compared to Case 1 (Fig. 8). 

3.4. Improved performance by injection scheme design 

Based on the analyses of the flow fields in Case1, Case2, Case3, it can 
be found that the natural convection was originated from the region near 
the heater (see the vector arrows of velocity in Fig. 5a–c), where the 
maximal temperature difference exists at initial time. The fluid first rose 
up from the region near the heater to the top of the reactor and then 
flowed downwards after touching the top of the reactor wall. It can be 
found that the flow field is symmetric in all cases and a key feature is 
that a downward convection can be observed in the reactor regardless of 
the direction of the vortex. In Case 1 and Case 2 (see Fig. 5a, b), the 

Fig. 4. Comparison of results under the mesh with different number of elements: (a) the fluid temperature evolution at the sampling point depicted in yellow; (b) the 
evolution of the average fluid temperature of the whole reactor. 

Table 4 
The parameters and boundary conditions for different cases, the other param
eters are the same as the base case (see Table 2).  

Case type The gap width in 
porous media 

Heat transfer coefficient 
of wall 

Injector 
position 

Case 1 (base 
case) 

0m  0W/(m2⋅K) Right 

Case 2 0.05m  0W/(m2⋅K) Right 

Case 3 0m  0.01W/(m2⋅K) Right 

Case 4 0m  0W/(m2⋅K) Top 

Case 5 0.05m  0W/(m2⋅K) Top 

Case 6 0m  0.01W/(m2⋅K) Top  

S. Zou et al.                                                                                                                                                                                                                                      



Chemical Engineering Journal 415 (2021) 129038

9

downward convection with maximal intensity is observed in the middle 
of the reactor. In Case 3 (see Fig. 5c), the downward convection with 
maximal intensity can be observed near the reactor wall. Moving the 
injector to the top of the reactor can effectively utilize this flow pattern 
and the convection with the maximal intensity, hence the gas reactant 
can be distributed symmetrically and rapidly to the reaction chamber 
along the streamlines. Therefore, Case 4, Case 5 and Case 6 were 
designed to investigate the effect of injection scheme on the gas distri
bution. The injectors for three cases are all placed at the top of the 
reactor, all the other conditions are the same as those in Case 1, Case 2 
and Case 3 respectively. 

The flow fields of these cases are identical to those in Case 1, Case 2 
and Case 3 respectively. Fig. 10 demonstrates the evolution of the 

concentration distribution. As for Case 4, the dominant mechanism of 
mass transport is molecular diffusion. Significant concentration gradi
ents can be observed even at the end of the process (see Fig. 10a). The 
mixing states for Case 5 and Case 6 were totally different (see Fig. 10b, 
c). Symmetrical concentration distribution patterns can be observed and 
the gas reactant were well mixed at 4800s. 

The evolutions of mixing level and mixing time are plotted in Fig. 11 
for further analysis. The mixing level of Case 5 and Case 6 increased to a 
slightly higher value in a shorter time when compared to Case 2 and 
Case 3, respectively. But Case 4 demonstrated slightly worse mixing 
level in the porous media zone as compared with that in Case 1, that 
mainly attributes to the longer distance between the porous media and 
the injector in Case 4. The mixing time data illustrated in Fig. 11b 

Fig. 5. The evolution of velocity distribution in the CVD reactor: (a) is the base case (i.e. Case 1); (b) is the case containing a gap in the porous media (i.e. Case 2); (c) 
is the case with heat loss, hwall = 0.01W/(m2⋅K) (i.e. Case 3). 

Fig. 6. The evolution of the average fluid velocity in the CVD reactor: (a) is the average fluid velocity of the whole reactor; (b) is the average fluid velocity in the 
porous media. 
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Fig. 7. The evolutions of the concentration distribution of the gas reactant in the CVD reactor: (a) Case 1 (base case); (b) Case 2; (c) Case 3.  

Fig. 8. Comparison of the mixing level and the mixing time between cases: (a) the evolution of the mixing level in the porous media zone; (b) the mixing time in the 
porous media zone. 

Fig. 9. The evolution of the average temperature in the CVD reactor: (a) is the average wall temperature; (b) is the average fluid temperature.  
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indicate that Case 5 and Case 6 couldn’t mix the gas reactant more 
quickly in the late stage of reaction when compared to Case 2 and Case 3, 
respectively. The present results show that a top-injector scheme could 
moderately enhance the mixing performance in the situation of Case 2, 
Case3, and hence improve the growth uniformity of the film. 

4. Conclusions 

In this work, a new CFD model was developed to simulate a special 
industrial-scale CVD reactor that needs to process thousands of substrate 
surfaces simultaneously. The model took advantage of the porous media 
based method, i.e., an effective way to avoid simulating substrate sur
faces explicitly. The introduced method is also capable of simulating 
energy exchange between two phases in the porous media zone. The 
simulation results on temperature evolution in the reactor can match the 
experimental data well. 

Based on this model, a series of numerical experiments have been 

carried out to investigate the mixing performance in the CVD reactor 
under different design schemes. It was found that the mass transport 
mechanism in the base case was diffusion dominated and thus the 
mixing performance was poor. Rearranging substrate distribution and 
introducing heat loss from the reactor wall were found to be effective 
approaches that can enhance natural convection. Furthermore, a top- 
injection scheme performed moderately better than a side-injection 
scheme. The modeling method presented here should be applicable to 
similar industrial reactors, which are used to produce a large amount of 
products in a single batch. 
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Fig. 10. The evolution of the concentration distribution of the gas reactant in the CVD reactor with a top-injection scheme: (a) Case 4; (b) Case 5; (c) Case 6.  

Fig. 11. Comparison of the mixing level and the mixing time between cases with a top-injection scheme: (a) the evolution of mixing level in the porous media zone; 
(b) the mixing time in the porous media zone. 
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