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A B S T R A C T

Two-dimensional (2D) computational fluid dynamics (CFD) models have been conventionally adopted for 
simulating a wide range of fluid flow problems. It is especially useful when the fluid-flow domain is almost 2D, 
has perfect symmetry (e.g., axial symmetry), or the 3D geometry is too complex and hence too computationally 
demanding. For the last case, the difference between the “realistic” 3D geometry of the system under investi
gation and the “surrogate” 3D geometry represented by a 2D model should be fully appreciated in order to 
rationally predict fluid flow behavior.

This article aims at the development of a surrogate 2D CFD model for reliable prediction of gastric emptying, 
which is critical for understanding the digestion process. The motivation for such development is first justified by 
the significant overestimation of emptying rate by a conventional 2D model. Respecting the difference between 
the 3D realistic and surrogate geometries, to achieve equivalent emptying rate, we then develop a mapping 
approach that can convert measured dynamic data on pyloric diameter to pyloric size evolution in the 2D model. 
This surrogate model not only has high computational efficiency due to its 2D nature but also achieves emptying 
rate that is very close to the 3D model. At the same time, it can capture 3D flow behavior, such as retropulsive 
flow and recirculation eddies. Furthermore, the model demonstrates excellent generality for fluids with different 
properties, offering a powerful tool for gastric emptying studies.

1. Introduction

Gastric emptying is an essential step in the complete digestion pro
cess, involving gastric motility and the discharge of food in the stomach 
into the intestine. The food may be liquid, solid, or a mixture of two. 
After food intake, the proximal stomach relaxes to accommodate the 
food, while the distal stomach mixes the food and propels it toward the 
duodenum by peristaltic contraction (Phillips et al., 2015). Diseases 
such as dyspepsia and gastroparesis are associated with disorders in 
gastric emptying (Maurer, 2012). Therefore, quantitative assessment of 
gastric emptying rate is essential for the clinical diagnosis and treatment 
of gastric diseases.

To gain insights into this complex process, computational fluid dy
namics (CFD) has emerged as a valuable tool for studying gastric 
emptying. Through CFD models, researchers were able to explore how 
factors like food properties (Harrison et al., 2018; Li et al., 2021), 
reduced gravity (Li et al., 2024), gastric surgery (Kuhar et al., 2024; Xu 

et al., 2024), body posture (Lee et al., 2022) and gastric motility (Ebara 
et al., 2023; Kuhar et al., 2022) can quantitatively affect the emptying 
process. CFD simulations can offer spatially and temporally distributed 
high-resolution data on gastric flow patterns and emptying behavior 
that can lead to insights into the mechanics of digestion, which are 
difficult to be obtained from in vivo or in vitro experiments (Liu et al., 
2024). However, because of the 3D irregular shape and complex motility 
of the stomach, developing a reliable model that can reproduce gastric 
emptying phenomena is very challenging.

Three-dimensional (3D) CFD models are more accurate than 2D 
models in capturing the stomach’s realistic geometry. Nevertheless, 
despite their accuracy, simulations using 3D models are computationally 
demanding. For instance, Kamaltdinov et al. (2024) reported that 
simulating a 30-minute gastric emptying process in 3D could take over 
300 h on a computer with 32 cores (AMD Opteron processors, 2.4 GHz). 
As a more computationally efficient approach, two-dimensional (2D) 
CFD models have traditionally been adopted for simulating gastric fluid 
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dynamics, despite certain limitations. Pal et al. (2004, 2007) developed 
a 2D model based on MRI images to analyze flow and mixing during 
gastric emptying. Their work revealed the “Magenstrasse” phenomenon, 
which captures a pathway that rapidly directs liquid gastric content 
from the fundus to the duodenum. Kozu et al. (2010) then used a 
simplified 2D model of the antral region to study how peristaltic con
tractions and fluid viscosity can influence gastric mixing. Trusov et al. 
(2013) developed a preliminary 2D model of the gastrointestinal tract to 
study the distribution of fragmented food particles in the stomach and 
the influence of antral contractions on gastric flow. Hao et al. (2015)
simulated gastric emptying and the movement of gastroretentive mi
croparticles under gravity using a 2D multiphase flow model. In one 
recent study, Toniolo et al. (2023) developed a 2D model based on 
fluid–structure interaction (FSI) analysis to study the effects of gas
trectomy and food viscosity on gastroesophageal reflux, providing sci
entific guidance for surgical design optimization.

In 2D simulations involving gastric emptying, the emptying rate is 
typically controlled by the researchers in different ways, lacking scien
tific rigor. For example, in the model developed by Pal et al. (2004, 
2007), gastric emptying rates were controlled by specifying changes in 
stomach volume over time to match physiological data — specifically, a 
35 % volume reduction within 15 min after ingestion. Note that their 
model did not account for gravity, implying an emptying rate solely 
determined by the prescribed volume decrease. This approach allowed 
them to control the emptying rate by simply specifying how stomach 
volume changes over time. Without considering natural effect of gravity 
and motility on gastric emptying, this method has difficulty in charac
terizing the realistic fluid dynamics. Similarly, Hao et al. (2015) devel
oped a 2D model to study gastric emptying and microparticle 
movement, specifying an outlet velocity to match physiologically 
measured emptying data. They set the pyloric outlet as a velocity outlet 
at 0.3 mm/s, which allowed the simulated gastric content to decrease by 
35 % in 15 min. The same outlet velocity was used for all fluids with 
vastly different viscosities (1 cp and 16,384 cp). This approach cannot 
realistically capture the slow emptying process experienced by high- 
viscosity fluids. Although these methods can match physiological data 
under specific conditions, the emptying rate depends on predefined 
settings, preventing realistic prediction of gastric emptying and limiting 
their general applicability.

Despite their high computational efficiency, conventional 2D models 
have a significant limitation in accurately capturing the opening dy
namics of the pylorus—the outlet at the lower end of the stomach that 
serves as a valve, controlling outflow from the stomach to the small 
intestine. This limitation arises from the intrinsically geometrical dif
ferences between 2D and 3D models. The realistic gastric geometry is 
inherently three-dimensional and asymmetric. Its irregular “J”-shaped 
anatomy and complex structure make 2D simplifications particularly 
challenging and prone to error. The “realistic” 3D geometry of the 
stomach is depicted in Fig. 1(a), which captures the irregular “J”-shaped 
anatomy of the human stomach (Ferrua and Singh, 2010). However, a 
“surrogate” 3D geometry represented by a 2D model needs to be ob
tained by extruding the 2D cross-sectional geometry (on the x-y plane) in 
the z direction (see Fig. 1(b)).

Obviously, two geometries in Fig. 1 are significantly different. The 
pylorus in the “realistic” 3D geometry is circular in shape, while it be
comes a rectangle in the “surrogate” 3D geometry. Note that, to main
tain the same volume between the “surrogate” and “realistic” 
geometries, the extruded length of the rectangular pylorus must be 
significantly larger than its height (see Fig. 1(b)). Experimentally, the 
opening dynamics of the pylorus can be observed using magnetic reso
nance imaging (MRI) (Pal et al., 2004), which allows researchers and 
clinicians to measure the diameter of the pylorus as a function of time. 
Conventionally, this measured diameter has been used as the outlet size 
in stomach emptying simulations (Kuhar et al., 2022; Pal et al., 2007; 
Ferrua and Singh, 2010). This approach to set outlet size in a 2D stomach 
emptying model is essentially using the diameter of the circular pylorus 

as the height of the rectangular pylorus in the “surrogate” 3D geometry, 
which will drastically exaggerate the pyloric area. Consequently, such a 
setting in the 2D model would inevitably and significantly overestimate 
the gastric emptying rate. How to develop a 2D CFD model that can 
reliably predict gastric emptying has not been systematically and 
quantitatively addressed in previous studies, making it a key unresolved 
challenge. Even if the “surrogate” rectangular pylorus is adjusted to have 
the same area as the “realistic” circular pylorus, the geometric differ
ences between the two shapes can result in distinct flow dynamics, 
further contributing to discrepancies in emptying rates between 2D and 
3D models. Therefore, a critical challenge in developing a reliable 2D 
stomach emptying model lies in determining how to appropriately set 
the opening dynamics of the “surrogate” rectangular pylorus based on 
MRI-observed dynamic data on pyloric diameter. Addressing this chal
lenge is essential for achieving accurate and rational predictions of 
gastric emptying rates by 2D models.

In this work, the above listed challenge has been rigorously 
addressed. The derivation of the opening dynamics of the “surrogate” 
rectangular pylorus based on MRI-observed pyloric diameter data is 
viewed as a mapping process, where the dynamic changes in the circular 
pyloric diameter are translated into the height of the “surrogate” rect
angular pylorus (with a constant extruded length) to achieve equivalent 
emptying rates in 2D and 3D models. This methodology enables quan
titatively consistent gastric emptying behavior with significantly 
reduced computational efforts. Detailed mapping approach will be 
delineated in the following text. The effectiveness and generality of the 
mapping approach will be demonstrated by case studies.

2. Size mapping from circular pylorus to “surrogate” 
rectangular pylorus

To facilitate methodology presentation and results analysis, five 
geometric models are defined for simulating gastric emptying: one 3D 
model and four 2D models. As shown in Fig. 2(a), with its pyloric region 
illustrated, the 3D model adopts the measured dynamic data of the py
loric diameter d1 and serves as the ground truth. Fig. 2(b) presents the 
2D models, where the top-left inset shows the pyloric sizes adopted in 
different 2D models. Note that, this size in the 2D model is essentially the 
height of the rectangular pylorus in the corresponding 3D equivalent 
geometry. The conventional 2D (C2D) model directly uses d1 as the 
pyloric height. Direct use of d1 can lead to the exaggeration of the pyloric 
area, as we have discussed above. In the surrogate 2D (S2D) model, the 
pyloric size is rigorously derived through a mapping method that 
translates d1 into the height of the “surrogate” rectangular pylorus (d2). 
Additionally, two other 2D models are introduced for comparison. The 
H2D model uses a pyloric height d3 derived by matching the hydraulic 
diameters of 2D and 3D models, while the A2D model obtains a pyloric 

Fig. 1. 3D cross-sectional views of the stomach model: (a) the “realistic” 3D 
geometry of stomach represented by a 3D model, and (b) the “surrogate” 3D 
geometry represented by a 2D model. Note that the word “realistic” is used as a 
counterpart for “surrogate”. The geometry in (a) is a simplified but represen
tative geometry that has been widely adopted for modeling stomach. It indeed 
differs drastically from a realistic stomach, whose many detailed physiological 
features have been neglected.
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height d4 based on equal pyloric cross-sectional areas of two models.
In this study, an air–liquid two-phase flow model is employed to 

quantitatively capture the gastric emptying process. The level-set 
method is utilized to track the interface, ensuring reliable representa
tion of the evolving gastric contents during emptying.

Mapping d1 to d2. To derive the expression for mapped pyloric height 
(d2), values of the following parameters and variables need to be spec
ified or obtained: V1, V1

L0, A, d1, pout, ρ and μ. As shown in Fig. 3, V1 is 
the initial volume of the 3D gastric model (m3), V1

L0 is the initial liquid 
volume in the stomach, m3, A is the initial area of the S2D gastric model, 
i.e., the cross-sectional area of the “surrogate” 3D model (m2), d1 is the 
MRI-measured dynamic pyloric diameter (m), pout is the outlet pressure 
(Pa), ρ is the fluid density (kg/m3) and μ is the fluid viscosity (Pa•s).

The “surrogate” 3D model extruded from the 2D model should 
maintain identical gastric volume with the 3D model: 

V1 = V2 = A⋅l (1) 

where V2 is the initial volume of the “surrogate” 3D gastric model. Note 
that the gastric volume of the 3D stomach (V1) can be obtained by 
integrating 1 over the total volume in stomach. Similarly, the area of the 
2D stomach (A) can be obtained by integration as well.

The extruded length l becomes: 

l =
V1

A
(2) 

As shown in Fig. 3, the S2D model is extruded by length (l) to 
construct the geometry of the “surrogate” 3D model. To ensure an equal 
emptying rate between the S2D and 3D models, at a specific moment 
throughout the complete emptying process, both pyloric outlet flow rate 
and the volume of fluid left in the stomach should be identical for both 

models. Mathematically, the following two equations should be satisfied 
simultaneously: 
{

QP
1 = QP

2

VL
1 = VL

2
(3 and 4) 

where Q1
P and Q2

P are pyloric outlet flow rate of the 3D and S2D models 
(m3/s), respectively, V1

L and V2
L represent the volume of fluid left in the 

stomach in the 3D model and the “surrogate” 3D model (m3), respec
tively. Specifically, V1

L is obtained by integrating the 3D liquid domain 
in the stomach during 3D simulation of the emptying process, while V2

L 

can be obtained by integration of the extruded length (l) over the 2D 
liquid domain in the stomach during S2D simulation of the emptying 
process. To ensure that Eq. (4) holds at the beginning of the emptying 
process, the initial gastric liquid area of the S2D model (m2), A2

L0, must 
be determined first: 

AL0
2 =

VL0
1
l

(5) 

where V1
L0 represents the initial liquid volume in the three-dimensional 

model (m3).
Further expansion of Eq. (3) yields: 

u1⋅Ap
1 = u2⋅Ap

2 (6) 

where u1 and u2 are the average pyloric outlet velocities of the 3D and 
S2D models (m/s), A1

P and A2
P are the areas of the circular pylorus in the 

3D model and the “surrogate” rectangular pylorus in the S2D model 
(m2), respectively. In the 3D simulation of gastric emptying process, u1 is 
determined by integrating the velocity over the pyloric cross-section and 
dividing by A1

P, whereas in the S2D simulation, u2 is calculated by 

Fig. 2. Geometric structures of (a) the 3D model and its pyloric region, (b) 2D models with four different pyloric heights: the conventional 2D (C2D) model, the 
surrogate 2D (S2D) model, the 2D model with pyloric height (d3) determined based on hydraulic diameter equivalence at the pyloric cross-section (abbreviated as 
H2D model), and the 2D model with pyloric height (d4) determined based on pyloric cross-sectional area equivalence (abbreviated as A2D model).

Fig. 3. Geometries of: (a) the 3D model, and (b) the “surrogate” 3D model extruded from the S2D model. In the 3D model, the diameter of the circular pylorus is d1. 
In the surrogate 3D model, the pylorus becomes a rectangle with height d2 and extruded length l.
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integrating the velocity over the pyloric region and dividing by the 
pyloric height (d2). Specifically, A1

P = πd1
2/4 for the 3D model and A2

P =

l⋅d2 for the S2D model. This yields the following equation: 

u1⋅
πd2

1
4

= u2⋅l⋅d2 (7) 

As a narrow passage connecting the stomach to the duodenum, the 
pylorus has a cross-sectional area much smaller than that of the antrum. 
The sudden reduction in flow area induces substantial energy dissipa
tion. For such small-orifice flow, a discharge coefficient is typically 
introduced to account for flow energy losses (Alajmi et al., 2019). This 
coefficient can be used to compensate discrepancies in flow dynamics 
arising from the geometric differences between the circular pylorus in 
the 3D model and the rectangular pylorus in the S2D model. This geo
metric difference leads to differences in the velocities at the orifice, 
u1∕=u2, even when the cross-sectional areas A1

P and A2
P are the same. In 

the 3D model, the discharge coefficient is used to express the average 
pyloric outlet velocity (u1) as: 

u1 = Cd1⋅u0
1 (8) 

where Cd1 represents the discharge coefficients in the 3D model. u0
1 

presents the theoretical average pyloric outlet velocity without energy 
losses in the 3D model (m/s). Notably, in the S2D model, the average 
pyloric outlet velocity (u2), can be directly obtained from the 2D 
simulation during the gastric emptying process, eliminating the need to 
use the discharge coefficient for its calculation. Substituting Eq. (8) into 
Eq. (7), the expression for d2 can be obtained: 

d2 =
πd2

1
4l

⋅
Cd1u0

1

u2
(9) 

According to this equation, determining d2 requires the discharge 
coefficient (Cd1) and the theoretical pyloric outlet velocity (u0

1) from the 
3D model, where u0

1 can be determined using Bernoulli’s equation: 

gza +
(ua)

2

2
+

pa

ρ = gz0 +

(
u0

1
)2

2
+

p0

ρ (10) 

where za and z0 are the liquid levels (m) at the liquid surface and py
lorus, respectively, with the height difference between them denoted as 
ha = za − z0, pa and p0 are the corresponding pressures (Pa), ua is the 
average velocity at the liquid surface (m/s) (see Fig. 4). Given that the 
cross-sectional area of the pyloric orifice is much smaller than that of the 
gastric body, the velocity at the liquid surface can be safely neglected, i. 
e., ua = 0 m/s. Additionally, pa = 0 Pa. Therefore, the expression for the 
theoretical average pyloric outlet velocity can be simplified to: 

u0
1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(

gha −
p0

ρ

)√

(11) 

where ha is the height difference between the pylorus and the liquid 

surface (m). With p0 simplified to p0 = pout − ρgh0, where h0 is the height 
difference between the pylorus and the outlet (m), leading to the sub
sequent expression for u0

1: 

u0
1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(

gH −
pout

ρ

)√

(12) 

where H is the height difference between the liquid surface and the 
outlet (m) (see Fig. 4), which varies over time during the gastric 
emptying process due to both the decrease of liquid volume left in the 
stomach and the change of gastric volume induced by antral contraction 
waves (ACWs). Therefore, H can be written as: 

H = H1 +ΔH1 (13) 

where H1 is the liquid height in the absence of ACWs (m), determined 
solely by the gastric liquid volume (V1

L). ΔH1 is the additional height 
caused by ACWs (m). For a specific 3D geometry of the stomach, the 
liquid height without ACWs can be readily derived from the gastric 
liquid volume in the 3D model (m3) as: 

H1 = f1
(
VL

1
)

(14) 

The specific form of Eq. (14) can be straight-forwardly determined 
through data fitting.

As shown in Fig. 4, the periodic contraction of ACWs leads to 
instantaneous changes in gastric cavity volume (ΔV1), resulting in liquid 
surface fluctuations (ΔH1). To quantify this dynamic effect, the rela
tionship between volume change and height variation needs to be 
established: 

ΔH1 =
ΔV1

A1
(15) 

where A1 is the average horizontal cross-sectional area of the gastric 
cavity (m2) (see Fig. 4). ΔV1 is calculated as the difference between the 
gastric cavity volume at a given time and the initial gastric cavity vol
ume (V1) during the gastric emptying process. A1 can be approximated 
as the derivative of gastric liquid volume (V1

L) with respect to the liquid 
height without ACWs (H1): 

A1 =
dVL

1
dH1

=
1

fʹ1
(
VL

1
) (16) 

Since ACWs propagate with a fixed cycle (20 s) (Pal et al., 2004), ΔV1 
varies cyclically with time and can be expressed as a time-dependent 
cyclic function: 

ΔV1 = f2(t) (17) 

The relationship between ΔV1 and time (t) can be determined 
through 3D emptying simulations. Consequently, ΔH1 can be expressed 
as: 

ΔH1 = fʹ1
(
VL

1
)
⋅f2(t) (18) 

By substituting Eq. (14) and Eq. (18) into Eq. (13), H can be deter
mined. The calculated H can then be substituted into Eq. (12), yielding 
the theoretical average pyloric outlet velocity (u0

1): 

u0
1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(

g
(
f1
(
VL

1
)
+ fʹ1

(
VL

1
)
⋅f2(t)

)
−

pout

ρ

)√

(19) 

The V1
L can be substituted by the V2

L according to Eq. (4), yielding: 

u0
1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(

g
(
f1
(
VL

2
)
+ fʹ1

(
VL

2
)
⋅f2(t)

)
−

pout

ρ

)√

(20) 

Based on the recorded time instants (t) and the corresponding gastric 
liquid volume (V2

L) during the S2D emptying simulation, along with 
values of pout and ρ, the theoretical average pyloric outlet velocity (u0

1) 
can be calculated.Fig. 4. Illustration of u0

1 calculation based on Bernoulli’s equation.
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So far, the only unknown in Eq. (9) is Cd1, i.e., the discharge coeffi
cient in the 3D model. At low Reynolds numbers, the discharge coeffi
cient is proportional to the square root of the Reynolds number, while it 
tends to become constant at high Reynolds numbers. This relationship 
can be expressed by the empirical formula proposed by Wu et al. (2002): 

Cd1 = f(Re1) = Cd∞

⎛

⎝1 + ae−
δ1

Cd∞

̅̅̅̅̅̅
Re1

√

+ be−
δ2

Cd∞

̅̅̅̅̅̅
Re1

√
⎞

⎠ (21) 

where Re1 is the Reynolds number of the 3D model, Cd∞ represents the 
discharge coefficient for a specific orifice under turbulent flow, and a, b, 
δ1, δ2 are orifice-specific coefficients. These parameters can be deter
mined by fitting the relationship between Cd1 and 

̅̅̅̅̅̅̅̅
Re1

√
, subject to the 

constraint Cd1| ̅̅̅̅̅̅
Re1

√
=0 = 1+a+b = 0 (Wu et al., 2002). The Reynolds 

number (Re1) is expressed as: 

Re1 =
d1u1ρ

μ (22) 

It should be noted that the diameter used to calculate the Reynolds 
number should be the hydraulic diameter. Given that the pyloric orifice 
in the 3D model exhibits a circular cross-section, the hydraulic diameter 
equals the pyloric diameter (d1).

To obtain discharge coefficient (Cd1) data for a complete feasible 
range of Reynolds numbers (Re1) in the 3D model, simulations of gastric 
emptying for the 3D model are required. As the Reynolds number 
dynamically evolves due to the periodic variation of both the pyloric 
diameter (d1) and the average pyloric outlet velocity (u1) during gastric 
emptying, a single simulation can only cover a certain range of the 
Reynolds number. A strategy is developed to design 3D simulation cases, 
so that the complete feasible range of Reynolds numbers can be covered 
with minimized number of 3D simulations. First, perform a simulation 
using a low-viscosity fluid (starting at 0.001 Pa⋅s, which falls at the 
lower end of the viscosity range for common liquid foods) to cover the 
upper Reynolds number range at high emptying velocities; if the low- 
viscosity simulation does not adequately cover the low Reynolds num
ber range, then conduct an additional simulation with a higher-viscosity 
fluid. Note that, even for one specific viscosity, in one emptying simu
lation case, Reynolds number evolves with time due to the dynamic 
change of both d1 and u1 By adjusting fluid viscosity, the range of 
Reynolds number that can be covered by one simulation can be sys
tematically shifted—low-viscosity simulations capture the mid-to-high 
Reynolds number range, whereas high-viscosity simulations tend to 
sample the low Reynolds number region. Assuming that gastric 
emptying flow remains laminar and the discharge coefficient exhibits a 
piecewise continuous relationship with the Reynolds number in the 
laminar regime (stabilizing at high Reynolds numbers while following a 
linear trend at low Reynolds numbers (Wu et al., 2002)), two repre
sentative cases of gastric emptying simulations for the 3D model with 
different viscosities can be sufficient to cover the required Re1 range for 
deriving a general equation of Cd1 by data fitting.

During 3D simulations of gastric emptying, the pyloric diameter (d1) 
and the average pyloric outlet velocity (u1) at different time instants (t) 
were recorded, along with the specified values of material property 
parameters: ρ and μ, allowing the calculation of the corresponding 
Reynolds number (Re1) using Eq. (22). Additionally, the gastric liquid 
volume (V1

L) at each selected time instant (t) was recorded, and using 
Eq. (19), the theoretical average pyloric outlet velocity of the 3D model 
(u0

1) was calculated. This value was then substituted into Eq. (8) to 
determine the corresponding discharge coefficient (Cd1). The obtained 
discharge coefficients were then fitted to the formula given by Eq. (21), 
subject to the constraint condition, to determine the characteristic pa
rameters Cd∞, a, b, δ1 and δ2.

Since Eq. (22) includes the 3D pyloric outlet average velocity (u1), it 
must be reformulated in order to be used in gastric emptying simulations 

of the S2D model. According to Eq. (8), u1 can be expressed in terms of 
the discharge coefficient (Cd1) and the theoretical average velocity (u0

1), 
yielding: 

Re1 =
d1Cd1u0

1ρ
μ (23) 

Substituting Eq. (23) into Eq. (21) yields the implicit expression for 
Cd1: 

Cd1 = Cd∞

⎛

⎜
⎜
⎜
⎝

1 + ae
−

δ1
Cd∞

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
d1Cd1u0

1ρ
μ

√

+ be
−

δ2
Cd∞

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
d1Cd1u0

1ρ
μ

√ ⎞

⎟
⎟
⎟
⎠

(24) 

In the gastric emptying simulation of the S2D model, the gastric 
liquid volume (V2

L) and the average pyloric outlet velocity (u2) can be 
obtained from the simulation results and processed at each time instant 
(t). With V2

L, t, and pout, u0
1 can be calculated using Eq. (20). Then, with 

known d1, u0
1, ρ, and μ, the discharge coefficient (Cd1) can be determined 

from Eq. (24). Finally, by substituting d1, l, Cd1, and u2 into Eq. (9), the 
corresponding pyloric height (d2) is finally obtained. It should be noted 
that the value of d2 calculated at each time instant is used as the input for 
the next time instant, enabling dynamic updating of the pyloric height in 
the S2D model throughout the entire simulation.

Derivation steps for d2. In summary, the mapped pyloric height (d2) 
can be systematically determined through the following steps:

Step 1: Geometric construction
Construct 3D and 2D gastric geometries. The 2D geometry is the 

central vertical cross-section of the 3D gastric geometry (see Fig. 2).
Step 2: System specification
Specify or obtain the values for the following variables and param

eters. Obtain the gastric volume of the 3D stomach (V1) and area of the 
2D stomach (A1) through integration. Furthermore, specify initial 
gastric liquid volume (V1

L0), dynamic pyloric diameter (d1, which can be 
the MRI data), outlet pressure (pout), liquid density (ρ) and viscosity (μ).

Step 3: Calculate the extruded length (l)
Calculate the extruded length (l) of the S2D model using Eq. (2) (see 

Fig. 3(b)).
Step 4: Initialize two-phase domains
Determine the initial liquid area (A1

L0) in the S2D model based on 
the extruded length (l), using Eq. (5).

Step 5: Derive the relationship between V1
L and H1

For a specific 3D gastric geometry, without consideration of ACWs, 
one gastric liquid volume (V1

L) corresponds to one liquid height (H1). 
Their quantitative relationship (Eq. (14)) can be obtained through data 
fitting. Then, derive the expression for the average horizontal cross- 
sectional area of the gastric body (A1) using Eq. (16).

Step 6: Perform 3D gastric emptying simulations (2 representative 
cases)

Perform up to two 3D gastric emptying simulations by varying the 
fluid viscosity (e.g., two cases with low and high viscosities respectively) 
while keeping the density constant. Record and obtain the average py
loric outlet velocity (u1), pyloric diameter (d1), gastric liquid volume 
(V1

L), and the change of gastric cavity volume (ΔV1) at all time instants 
(t).

Step 7: Determine the expression of theoretical average pyloric 
outlet velocity (u0

1)
During the 3D simulation in Step 6, the recorded ΔV1 and time (t) 

data are used to establish a cyclic interpolation function as defined in Eq. 
(17). This function is then utilized to derive ΔH1 in Eq. (18), and further 
the theoretical average pyloric outlet velocity (u0

1) (Eq. (19)). Equation 
(19) can be expressed in the form of Eq. (20). Note that Eq. (19) is used 
for subsequent derivation of the discharge coefficient Cd1; while Eq. 
(20), obtained by replacing V1

L with V2
L, will be used for calculating u0

1 
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in the S2D gastric emptying simulation.
Step 8: Obtain the expression of the discharge coefficient (Cd1)
Using the values of u1, t, V1

L from Step 6, along with the input pa
rameters (ρ, μ, pout, d1), calculate a series of theoretical average pyloric 
outlet velocity (u0

1) and Reynolds numbers (Re1) based on Eq’s. (19) and 
(22), respectively. Then substitute u1 and u0

1 into Eq. (8) to obtain the 
corresponding discharge coefficient (Cd1). Based on the calculated 
̅̅̅̅̅̅̅̅
Re1

√
− Cd1 data pairs at all time instants, Eq. (21) is fitted under the 

constraint (1 + a + b = 0) to determine the characteristic parameters 
(Cd∞, a, b, δ1, δ2). Finally, the discharge coefficient Cd1 is expressed in 
the form of Eq. (24).

Step 9: Establish the equation for calculating the mapped pyloric 
height (d2)

With u0
1 and Cd1 derived in Steps 7 and 8 (i.e., Eq’s. (20) and (24)), 

Eq. (9) becomes an explicit equation for the mapped pyloric height d2.
Step 10: Perform gastric emptying simulation using the S2D model
By using the values of u2 and V2

L at each time instant (t), along with 
the prescribed variables and parameters (ρ, μ, pout, d1) and the extruded 
length (l), Eq. (9) can be utilized to dynamically update the mapped 
pyloric height (d2) throughout the 2D simulation.

Note that, in the above procedure, steps 1–9 are performed only once 
to derive the general expressions for u0

1 (Eq. (20)) and Cd1 (Eq. (24)). 
These expressions are established based on a fixed gastric geometric 
configuration and remain valid even when material properties are sub
sequently modified. Therefore, after changing gastric contents (with 
different ρ and μ), only Step 10 needs to be executed, by substituting the 
updated parameters into the established expressions.

Derivation of d3 and d4. For comparison purposes, the pyloric heights 
for the H2D and A2D models are derived based on different equivalence 
assumptions. For the H2D model, the pyloric height (d3) is determined 
by equating the hydraulic diameter of the 3D model’s circular pylorus to 
that of the H2D model’s rectangular pylorus, which can be expressed as: 

dh
1 = dh

3 (25) 

where d1
h is the hydraulic diameter of the circular pylorus in the 3D 

model (i.e., d1), m. d3
h is the hydraulic diameter of the rectangular py

lorus, m, which is given by: 

dh
3 =

4l⋅d3

2(l + d3)
(26) 

where l•d3 represents the area of the rectangular pylorus (m2), 2 (l + d3) 
represents the wetted perimeter of the rectangular pylorus (m). 
Substituting Eq. (26) into Eq. (25) yields: 

d1 =
2l⋅d3

l + d3
(27) 

Thus, the pyloric height for the H2D model (d3) is simply: 

d3 =
l⋅d1

2l − d1
(28) 

The pyloric height of the A2D model (d4) is determined based on the 
assumption of equivalent pyloric cross-sectional areas between the 3D 
model and the A2D model, which can be expressed as: 

AP
1 = AP

4 (29) 

where A4
P is the pyloric cross-sectional area of the A2D model, m2. Then 

the following equation can be written: 

πd2
1

4
= l⋅d4 (30) 

Thus, the pyloric height for the A2D model (d4) can be determined as: 

d4 =
πd2

1
4l

(31) 

3. Results and Discussion

To demonstrate the reliability and generality of the S2D model, we 
will rigorously compare its performance with other models (3D, C2D, 
H2D, and A2D) in terms of gastric emptying behavior. Fluid properties 
(ρ, μ) will be varied, and the dynamic mapping method will be used to 
calculate corresponding pyloric heights (d2). The predicted emptying 
results from the S2D model will then be compared with those from the 
validated 3D model, which serve as the ground truth. Additionally, the 
computational time for both the S2D and 3D models will be compared to 
assess the advantages of the S2D model in terms of both prediction ac
curacy and computational efficiency.

To validate the S2D model, gastric emptying of water was selected as 
the base case for simulation. As shown in Fig. 5, a S2D geometry was first 
constructed as the central vertical cross-section of the 3D geometry. 
Following step 2, the gastric volume of the 3D stomach (V1) is obtained 
(i.e., 8.9528 × 10− 4 m3), which aligns with the physiological range of 
postprandial gastric volume (0.7–1.6 L) (Csendes and Burgos, 2005). 
The cross-sectional area (A) of the S2D model is 1.6123 × 10− 2 m2. Then 
specify initial gastric liquid volume (V1

L0), dynamic pyloric diameter 
(d1), outlet pressure (pout), liquid density (ρ) and viscosity (μ). For the 3D 
model, the initial gastric liquid volume (V1

L0) is set to 7.22 × 10− 4 m3, 
accounting for 80 % of the total gastric cavity volume. The measured 
pyloric diameter(d1), is modeled to open every 20 s for 2 s, with a 
diameter of 0.002 m during the opening phase (Ishida et al., 2019; Kuhar 
et al., 2022; Eyre-Brook et al., 1983). The pyloric diameter is set to 5 ×
10− 4 m to indicate the closure state of the pylorus. Periodic opening and 
closure of the pylorus is activated at 48 s, corresponding to the time 
when the first ACW reaches the distal antrum (Ishida et al., 2019). The 
gastric inlet is open to air (i.e., 0 Pa), and the outlet pressure pout is set to 
400 Pa (Harrison et al., 2018), both of which are gauge pressures. The 
liquid has a density (ρ) of 1000 kg/m3 and a viscosity (μ) of 0.001 Pa⋅s.

According to Step 3, the extruded length of the rectangular pylorus 
(l) was calculated as 55.53 × 10− 3 m. With the extruded length (l), the 
S2D model essentially represents a “surrogate” 3D geometry (see Fig. 3
(b)).

In the 4th step, the initial gastric liquid area (A2
L0) of the S2D model 

was determined according to Eq. (5). A2
L0 is 1.3 × 10− 2 m2 in this study. 

The initial phase distributions for both 3D and S2D models are shown in 
Fig. 5.

Following Step 5, the relationship between liquid height without 
ACWs (H1) and gastric liquid volume (V1

L) in the 3D geometry can be 
fitted using a quadratic polynomial (see Fig. 6, R2 = 1.0000): 

H1 = f1
(
VL

1
)
= − 63681.9430

(
VL

1
)2

+238.1158VL
1 − 0.0248 (32) 

Given the high correlation (R2 = 0.9987) between H1 and V1
L in the 

linear fit (Fig. 6), the inverse of the slope k (k = 170.4618) was adopted 
to approximate the average horizontal cross-sectional area of the gastric 
body (A1) as a constant, thereby simplifying calculations.

According to Step 6, the gastric emptying simulation of a fluid with a 
low viscosity (i.e., 0.001 Pa⋅s) was first performed using the 3D model. 
The average pyloric outlet velocity (u1), gastric liquid volume (V1

L), and 
the change of gastric cavity volume (ΔV1) at different time instants (t) 
were recorded.

In the 7th step, using the recorded ΔV1 and time (t) data, along with 
A1 obtained in Step 5. The expression of the additional height caused by 
ACWs (ΔH1) (Eq. (18)) can be determined as: 

ΔH1 = 170.4618f2(t) (33) 

As shown in Fig. 7, ΔH1 (represented as kΔV1) exhibited periodic 
oscillations synchronized with antral contraction waves (ACWs). In 
addition, to validate this approximation method, the actual liquid height 
(H) and gastric liquid volume (V1

L) were obtained from 3D gastric 
emptying simulation. Substituting V1

L into Eq. (32) yielded H1, and the 
actual ΔH1 (H-H1) was compared with the approximation (kΔV1) in 
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Fig. 7(a). The consistency between H-H1 and kΔV1 confirmed the val
idity of the method.

Thus, the expression for the theoretical average pyloric outlet ve
locity (u0

1) can be determined as: 

u0
1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(

g
(
f1
(
VL

1
)
+ 170.4618f2(t)

)
−

pout

ρ

)√

(34) 

In the gastric emptying simulations using the S2D model, V1
L in Eq. 

(34) can be substituted by V2
L based on Eq. (4): 

u0
1 =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2
(

g
(
f1
(
VL

2
)
+ 170.4618f2(t)

)
−

pout

ρ

)√

(35) 

In the next step, using the recorded values from Step 6 (u1,V1
L, t), 

along with the specified parameters (ρ, μ, pout, d1) to calculate the cor
responding Reynolds number (Re1) and discharge coefficient (Cd1).

As shown in Fig. 8, gastric emptying of the low-viscosity fluid (0.001 
Pa⋅s) covered the high Reynolds numbers region (see the filled circles). 
Note that, each filled circle represents the data at one specific time 
instant during the emptying simulation. Colors filled in the circle 
represent those sampling time instants.

Subsequently, the viscosity was increased to 0.01 Pa⋅s, repeating 
Steps 6 and 8 to extend the coverage to the low-Reynolds-number re
gion. Since the general formula for u0

1 has already been established, only 
these two steps need to be repeated. The 

̅̅̅̅̅̅̅̅
Re1

√
− Cd1 relationship exhibits 

an initial linear growth followed by a plateau. Similar gastric emptying 
behavior was observed in vivo for fluids with different viscosities 
(Marciani et al., 2000), where the range of Re1 during emptying resides 
within the plateau region of Cd1.

The fitted expression for Cd1 is: 

Cd1 = 0.8129
(

1 + 8.1012e− 0.0814
̅̅̅̅̅̅
Re1

√
− 9.1012e− 0.0901

̅̅̅̅̅̅
Re1

√ )
(36) 

It can be further expressed as an implicit equation for Cd1: 

Fig. 5. Geometries and initial phase distributions in two models: (a) the 3D model; (b) the surrogate 2D (S2D) model (red regions indicate the liquid phase and blue 
regions denote the gas phase). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Relationship between gastric liquid volume in the 3D stomach (V1
L) and 

the liquid height without ACWs (H1), including both linear and quadratic fits. 
The inverse of the slope k from the linear fit approximates the average hori
zontal cross-sectional area of the gastric body (A1) that can be used for subse
quent calculation of ΔH1. The quadratic fit, which shows an excellent match 
with the data (R2 = 1.0000), is used for the calculation of H1. The gastric liquid 
volume (V1

L) ranges from 3.61 × 10− 4 m3 to 7.22 × 10− 4 m3, representing the 
half-emptying and the initial gastric liquid volume, respectively.

Fig. 7. Temporal evolutions of (a) the increased liquid height caused by ACWs (ΔH1) and (b) the stomach wall displacement caused by the ACWs at different 
positions, where SP represents the arc length measured along the stomach’s centerline (m) (see Fig. 4). The periodicity of ΔH1 corresponds to that of the ACWs, which 
has a period of 20 s (Pal et al., 2004).
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Cd1 = 0.8129

⎛

⎜
⎜
⎜
⎝

1 + 8.1012e
− 0.0814

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
d1Cd1u0

1ρ
μ

√

− 9.1012e
− 0.0901

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
d1Cd1u0

1ρ
μ

√ ⎞

⎟
⎟
⎟
⎠

(37) 

In Step 9, the pyloric height (d2) in the S2D model can ultimately be 
obtained by simultaneously solving Eq’s. (9), (35), and (37). Subse
quently, the S2D gastric emptying simulations can be performed. In the 
water emptying simulation, the resulting pyloric height (d2) as a func
tion of time is plotted in Fig. 9(b). As one can see, d2 is significantly 
smaller than d1 (Fig. 9(a)), with a maximum difference reaching up to 
28-fold. As the emptying progresses, d2 gradually increases during the 
early phase and this trend becomes more prominent towards the end. 
Specifically, the maximum pyloric opening increases from 7.1 × 10− 5 m 
in the beginning to 15.8 × 10− 5 m at the end, approximately doubled in 
magnitude. This dynamic adjustment of the pyloric height is the key to 
achieve consistent emptying rate as that of the 3D model.

A comparison of liquid heights between the 3D and S2D models (see 

Fig. 10) reveals that, although the overall emptying time are nearly 
identical (maximum time difference of 0.4 min), there are notable dif
ferences in liquid heights at the same intragastric volume during 
emptying. Initially, with the same liquid volume, the liquid height dif
ference is about 1 mm, but this number gradually increases and reaches 
18 mm when 50 % of the liquid has been emptied. This discrepancy 
primarily arises from differences in geometric structure: the 3D model 
features a realistic J-shaped anatomy, with a narrower cavity near the 
pylorus and most of the liquid resides in the mid-stomach, while the S2D 
model maintains a constant cross-sectional area along the extruded di
rection, resulting in a more uniform volume distribution. The lower 
liquid height in the S2D model reduces the pressure difference that 
drives the flow, leading to a lower pyloric outflow velocity. To 
compensate and maintain an equivalent emptying rate with the 3D 
model, the S2D model dynamically increases the pyloric height (d2) 
based on our mapping method, thereby enlarging the outlet flow area 
(A2

P). This trend in liquid height difference helps explain the observed 
increase of d2 with time shown in Fig. 9(b).

The validity and effectiveness of the mapping method can be 
demonstrated by comparing the S2D simulation results with experi
mental data and those predicted by other representative 2D (i.e., C2D, 
H2D, and A2D) and 3D models. As shown in Fig. 11, the conventional 2D 
(C2D) model, which directly uses the measured diameter (d1) as the 
pyloric height (Fig. 11(a) and (b)), greatly overestimates the pyloric size, 
resulting in a drastically short half-emptying time (t1/2 = 20 s) (Fig. 11
(c)), nearly 30 times faster than that of the 3D model (t1/2 = 9.8 min). In 
contrast, the S2D model, which adopts the mapped height (d2), achieves 
a t1/2 of 10.2 min, closely matching the prediction by the 3D model. For 
the H2D model, the value of d3 is approximately one half of d1 and 
significantly larger than d2, resulting in an excessively fast emptying rate 
(t1/2 = 41 s), indicating that simply matching hydraulic diameters 
cannot ensure equivalent emptying behavior. Notably, the t1/2 of both 
the C2D and H2D models are within 0.8 min, corresponding to the py
loric closure stage. At this stage, the 3D model exhibits negligible liquid 
discharge (d1 = 5 × 10− 4 m), whereas the C2D and H2D models predict 
rapid emptying even under comparable or smaller pyloric heights. For 
the A2D model, its pyloric height (d4) differs from d2 by less than 2 ×
10− 5 m (Fig. 11(a) and (b)), yet the predicted emptying rate is sub
stantially lower (see red and blue lines in Fig. 11(c)). Compared to the 

Fig. 8. The fitted curve for the discharge coefficient in the 3D model (Cd1).

Fig. 9. Evolution of the pyloric size in the (a) 3D model (d1) and (b) S2D model (d2) during gastric emptying of water.
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S2D model, the A2D model shows a 56 % reduction in emptying rate, 
with 78 % of the liquid remaining after 10 min. This result demonstrates 
that even micron-level differences in pyloric dimensions can signifi
cantly affect emptying outcomes in 2D models. The dynamic mapping 
method developed in this study rigorously addresses the geometric dif
ferences between the 3D and 2D models, enabling the S2D model to 
capture subtle variations in pyloric opening (on the order of 1 × 10− 5 m) 
and ensure equivalent emptying behavior between 3D and 2D models.

Furthermore, the discrepancy between the A2D and 3D models 
highlights their differing flow loss characteristics: in the A2D model, the 
pyloric outlet forms a high-aspect-ratio slit (l ≫ d4), where the flow is 
dominated by slit-flow behavior, with increased aspect ratios leading to 
significantly greater flow losses (Raju and Kurian, 1995). This un
derscores the need to quantify flow characteristics using a discharge 

coefficient. These comparisons highlight the significant influence of 
pyloric size and shape on gastric emptying rates in 2D models. The S2D 
model developed in this study employs a precise mapping approach to 
adjust the pyloric size, resulting in an emptying curve that closely 
matches that of the 3D model and aligns well with the gastric emptying 
curve observed in in vivo experiments (George, 1968) (see Fig. 11(c)), 
thereby validating its reliability. It should be noted that clinical gastric 
emptying reports typically use t1/2 as a standard measure (Hellström 
et al., 2006). Therefore, this study focuses on the half-emptying process 
to align with clinical practices.

To further reveal the differences in flow characteristics among 
different models, we compared the instantaneous flow fields predicted 
by different models (3D, S2D, and C2D) at identical emptying stages (i. 
e., gastric retention at 95 %, 80 %, and 60 %). As shown in Fig. 12, due to 

Fig. 10. Comparison of liquid heights at the same gastric retention between 3D and S2D models during gastric emptying of water.

Fig. 11. Gastric emptying simulation results by different models and comparison with experimental data: (a) pyloric size evolution over time for the 3D (d1), C2D 
(d1), S2D (d2), H2D (d3) and A2D (d4) models; (b) pyloric size evolution during the initial 1 min, where the y-axis uses a logarithmic scale for pyloric size; (c) 
comparison between the predicted gastric emptying curves and in vivo experimental data (George, 1968), where the stars and the shaded area represent the average 
and the standard deviation of experimental data respectively. Note that the gastric emptying here is expressed in terms of the change in gastric liquid volume (VL), 
and the liquid volume in each 2D model corresponds to that in its equivalent 3D “surrogate” model.
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the rapid emptying rate (t1/2 = 20 s), the C2D model fails to capture even 
the first complete cycle of one ACW propagating from the corpus to the 
pylorus (60 s) (Harrison et al., 2018), which limits its ability to reflect 
the impact of ACWs on gastric flow dynamics. When discharging the 
same volume of liquid, the 3D and S2D models require nearly identical 
time, while the C2D model shows a much higher emptying rate. Notably, 
the C2D model’s overestimated pyloric size results in predominantly 
unidirectional flow patterns, suppressing critical retrograde phenom
ena. In contrast, both the S2D and 3D models exhibit retropulsive flow 
near the pylorus, accompanied by recirculation eddies in the antral re
gion, which is absent in the C2D model. The antral recirculation plays a 
critical role in the mixing and grinding of chyme under physiological 
conditions, and its accurate simulation is essential for understanding 
gastric motility.(Ferrua and Singh, 2010) This observation demonstrates 
that the S2D model can not only accurately predict the emptying rate, 
but also effectively reproduce the complex flow characteristics within 
the gastric cavity.

The expression for discharge coefficient (Cd1) in this study was suc
cessfully derived using only two 3D simulations with two fluids of 
different viscosities (F1: 0.001 Pa⋅s; F2: 0.01 Pa⋅s). In the following text, 
it will be demonstrated that the same expression is applicable to fluids 
with a variety of rheological properties. Further validations were carried 
out for fluids with different viscosities and densities (F3, F4, and F5) as 
well as common liquid foods (F6: orange juice, and F7: apple juice), 
whose physical properties are listed in Table 1.

It should be noted that the 3D simulations of F3 to F7 were carried 
out solely for generating ground truth data for S2D validation. One does 
not need these simulations to derive pyloric size in the S2D model. As 
shown in Fig. 13(a), to facilitate comparison, the variation of pyloric 
height (d2) during gastric emptying is plotted on a logarithmic scale. The 
results indicate that d2 gradually increases as emptying progresses for all 
cases. Low-viscosity fluids (F2, F6, F7) exhibited a faster rise in d2 due to 
their higher emptying rates, while high-viscosity fluids (F3 to F5) 
showed a more gentle increase. Additionally, a trend of increasing 
average pyloric height was observed across all fluids as the emptying 
rate decreased. These findings confirm that the pyloric mapping 
approach dynamically adapts to variations in fluid properties, thereby 
ensuring the generality and predictive accuracy of the S2D model under 
diverse liquid conditions.

This generality can be further explained from a fluid mechanics 
perspective. According to Wu et al. (2002), the functional form of the 
discharge coefficient is primarily determined by the orifice geometry. In 

our simulations, the pylorus maintains a circular cross-section 
throughout gastric emptying, with only its diameter varying over 
time. As a result, the geometric factor governing Cd1 remains unchanged 
across different fluids. While variations in viscosity and density alter the 
Reynolds number, the empirical formulation for Cd1 is valid over a broad 
range of Reynolds numbers. Moreover, the two fluids (F1 and F2) used 
for curve fitting already cover the range of Reynolds number under 
investigation, ensuring that the fitted expression is inherently applicable 
to other fluids without the need for additional fitting efforts.

Subsequently, the emptying curves predicted by the S2D model are 
compared with those by the 3D model (see Fig. 13(b)). Regardless of 
whether the fluids are the base-case fluids (water in Fig. 11(c)) or those 
with altered properties (F2 to F7), the S2D model maintains decent 
consistency with the 3D model, with a maximum deviation of approxi
mately 8 % (for F5). Notably, both models captured the same trends in 
response to fluid property variations: low-viscosity fluids (F2, F6, F7) 
were emptied more rapidly, while high-viscosity fluids (F3-F5) demon
strated much slower emptying rates. Additionally, increased fluid den
sity was associated with accelerated emptying (F3-F5). The capability of 
the S2D model to accurately replicate 3D results under diverse fluid 
conditions underscores its robustness and generality.

Furthermore, the S2D model demonstrates remarkable advantages in 
computational efficiency. As shown in Fig. 14, the solution time of the 
S2D model can be reduced by approximately 96 % as compared to the 
3D model. Specifically, for gastric emptying simulation of water, the 
S2D model took only 3.7h, while the 3D model costed 108.2 h. Similarly, 
when simulating a higher-viscosity fluid (e.g., F3) with a slower 
emptying rate, the S2D model completed the simulation in 7.9 h, while 
the 3D model took up to 206 h. The computational efficiency advantage 
of S2D models enables researchers to complete about 25 groups of in 
silico stomach emptying experiments (by using the S2D models) within 

Fig. 12. Instantaneous streamlines of the velocity fields predicted by three models (3D, S2D and C2D), where rectangular boxes indicate retropulsive flows, while 
circular boxes highlight recirculation eddies.

Table 1 
Rheological properties of fluids under investigation.

Fluids ρ (kg/m3) μ (Pa•s)

F1 (Water) 1000 0.001
F2 1000 0.01
F3 1000 0.1
F4 1200 0.1
F5 1400 0.1
F6 (Orange juice (Islam et al., 2017)) 1050 0.00625
F7 (Apple juice (Ortega-Rivas, 2012)) 1044 0.025

X. Zhang et al.                                                                                                                                                                                                                                   Chemical Engineering Science 320 (2026) 122558 

10 



the solution time that a single 3D simulation takes. This prominent 
advantage will greatly facilitate systematic and comprehensive multi
variate (including various food properties and ACWs parameters) 
studies on stomach emptying behaviors. Comparative analyses confirm 
that changes in fluid viscosity and density have very slight influences on 
the computational efficiency of the S2D model, demonstrating the 
robustness on the efficiency of the method. Overall, the S2D CFD model 
proves to be highly effective and can serve as a valuable tool for quan
titative evaluation of gastric emptying processes.

4. Conclusion

A surrogate 2D (S2D) CFD model was developed in this work to 
replace the 3D model for accurate prediction of gastric emptying with 
high computational efficiency. The key is the rigorous derivation of the 

dynamic pylorus size in the S2D model based on in-depth understanding 
of geometric differences between S2D and 3D models. Specifically, the 
developed dynamic mapping approach can utilize only two sets of 3D 
gastric emptying simulation data for fluids with different viscosities to 
precisely adjust pyloric size in a S2D model, ensuring the consistency of 
emptying rates for both S2D and 3D models.

The S2D model overcomes the overestimation of emptying rates 
observed in the conventional 2D (C2D) model (t1/2 = 20 s), which 
directly uses the measured pyloric diameter as the pyloric height. The 
results indicate that the mapped pyloric height in the S2D model needs 
to be significantly smaller than the measured diameter, and the pre
dicted half-emptying time (t1/2) of the S2D model (10.2 min) closely 
matches that of the 3D model (9.8 min). Additionally, the S2D model 
demonstrates consistency with the 3D model in capturing complex 
gastric flow features, such as retropulsive flow and recirculation eddies, 
further validating its accuracy. By comparing the emptying processes of 
different fluids, including water, orange juice, apple juice, and other 
fluids with varying viscosities and densities, the S2D model exhibits 
broad generality with its emptying curves closely aligning with those of 
the 3D model. Moreover, the S2D model significantly improves 
computational efficiency, reducing simulation time by approximately 
96 % compared to the 3D model. Although advances in computational 
power improve the feasibility of 3D simulations, the S2D model remains 
advantageous for extensive parametric studies and evaluations across 
diverse food properties, where numerous simulations are required. 
Moreover, with improved computational efficiency, much longer 
emptying time can be simulated, which will be important to understand 
the emptying behavior of food systems with low emptying rates.

In summary, the S2D model developed for stomach emptying ensures 
computational accuracy, significantly enhances computational effi
ciency and demonstrates generality to fluids with diverse rheological 
properties. This model offers an efficient and reliable tool for predicting 
gastric emptying, possessing substantial theoretical value and practical 
application potentials.
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